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ABSTRACT

To understand its evolution and the effects of its eruptive events, the Sun is per-

manently monitored by multiple satellite missions. ThdloPticallysthlNeniSsIONNOLthe
SRR - ; o+, this information i the
missing link to understand the Sun as it is: JjiCeaGICISONGNCVoNInaRe.  We
N . " s o dcop lcarning

approach for 3D scene representation that accounts for radiative transfer, to map the
entire solar atmosphere from three simultaneous observations. We demonstrate that
our_approach provides unprecedented reconstructions of the solar poles, and directly
enables height estimates of coronal structures, solar filaments, coronal hole profiles, and
coronal mass ejections. We validate the approach using model-generated synthetic EUV
images, finding that our method accurately captures the 3D geometry of the Sun even
from a limited number of 32 ecliptic viewpoints (|latitude| < 7°). We quantify uncer-
tainties of our model using an ensemble approach that allows us to estimate the model
performance in absence of a ground-truth. Our_method enables a novel view of our
closest star, and is a breakthrough technology for the efficient use of multi-instrument
datasets, which paves the way for future cluster missions.

1. INTRODUCTION

The outermost layer of the solar atmosphere,
the corona, is highly structured by its mag-
netic field. Observations in Extreme Ultraviolet
(EUV) light allow us to study this structure and

its evolution in the low corona in an unprece-
dented way. Several space missions image the
solar atmosphere in specific wavelength bands
in an effort to understand the Sun and its ef-
fects on Earth. The Solar Terrestrial Relations
Observatory (STEREO: Kaiser et al. 2008) con-
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sists of two satellites on slightly displaced 1-AU
orbits, which cause a steady drift of 22.5°/year
of the two satellites relative to Earth. By adding
the Solar Dynamics Observatory (SDO: Pes-
nell et al. 2012), which observes the Sun from
Earth’s perspective, the Sun can be simultane-
ously observed from three viewpoints.

On short-time scales, the magnetic field
evolves into highly-structured localized regions
(active regions: van Driel-Gesztelyi & Green
2015) that give rise to solar eruptions and ejec-
tions of plasma into interplanetary space. Both
are a direct risk for our space assets (Tem-
mer 2021). The scientific understanding of pre-
eruptive structures is key for advancing our abil-
ity to predict eruptions, and yet it remains elu-
sive (e.g. Patsourakos et al. 2020). This was one
of the motivations and early science targets of
the STEREO mission (e.g. Aschwanden et al.
2009). With two vantage points, the 3D tri-
angulation of specific spatial points is possible
from imaging data (Inhester 2006; Aschwanden
et al. 2008; Liewer et al. 2009; Bemporad 2009).
However, for the optically thin medium of the
solar atmosphere, assigning observed intensities
to a specific spatial point leads to ambiguous
results due to the effects of integration along
the line-of-sight (e.g., Aschwanden 2011). In
other words, the intensity at each pixel is the
integral of all emitting and absorbing plasma
along the line-of-sight. Consequently, the ideal-
ized view of a single emitting or solid point is
insufficient to reconstruct the solar atmosphere.
Tomographic reconstructions provide a different
approach by reconstructing the 3D temperature
and density profile of the solar EUV corona, uti-
lizing multi-viewpoint observations and the so-
lar rotation (Frazin et al. 2009; Vasquez et al.
2009; Kramar et al. 2014; Cho et al. 2020). This
approach has typically a temporal resolution of
about 14 days and is not suited to study regions
characterized by fast dynamics (Vasquez 2016).

On long-time scales, the Sun evolves over an
11-year cycle, which is distinctly marked by
global changes (Hathaway 2015). During solar
minimum, the magnetic field is mostly poloidal,
with a low number of active regions clustered
near the solar equator. In this period, coronal
holes, which enclose open field line configura-
tions, are present at the solar poles (Cranmer
2009) and can extend down to low-latitudes.
With the transition to the maximum of the cy-
cle, and the corresponding reconfiguration to a
toroidal magnetic field, active regions emerge at
high latitudes and the polar coronal holes van-
ish. During the maximum phase, mostly small
coronal holes appear at low-latitudes, and the
number and complexity of active regions dras-
tically increases. These phenomena are a direct
effect of the solar dynamo and evolving mag-
netic field.

To relate both small and large-scale changes
to the physical process that generate the mag-
netic field of the Sun, and consequently of other
Sun-like stars, a complete picture of the Sun and
its atmosphere is required. A frequently applied
approach are synoptic maps which use observa-
tions from only one instrument and make use of
the solar rotation period of 27 days. Here, an
~ 1° central slice is consecutively extracted to
complete the image over the course of one full
solar rotation. The observed slices are then re-
projected onto the surface of a sphere to obtain
a 2D image (Fig. 7). A similar approach results
in synchronic maps, which combine simultane-
ous (or nearly simultaneous) observations from
different satellites located at different positions
into a single image of the Sun (e.g. Caplan et al.
2016).

Both approaches have significant shortcom-
ings that primarily affect extended and/or long-
lived structures due to their temporal evolution,
and line-of-sight overlapping (e.g., lifetime of
days-weeks for small active regions; van Driel-
Gesztelyl & Green 2015). Recent space-based



observations originate in the ecliptic plane (lat-
itudes of approx. £7° or less), and are strongly
limited in terms of the number of simultane-
ous observations. These constraints have con-
sequences for the spherical assumption, where
extended features (e.g., coronal loops) become
warped towards the solar limb. While there
are observing periods where a full coverage of
the entire Sun exists (2011-2014), the observa-
tions of the poles are limited due to the limiting
viewing angle of the ecliptic-orbiting telescopes.
Only the combination of simultaneous imaging
from three (or more) viewpoints can provide the
maximum information possible for this difficult
to access location.

To address these challenges, we devised a
novel approach to provide a complete 3D re-
construction of the global solar EUV corona.
Our method builds upon a state-of-the-art deep
learning method for 3D scene representations
(Neural Radiance Fields (NeRFs): Mildenhall
et al. 2021). The goal is to reconstruct the 3D
geometry of a scene from a set of images and
their known viewpoints. For a sufficiently large
dataset (e.g., about dozens of images), the un-
derlying 3D representation can be recovered and
images from any viewpoint can be rendered. We
adapt this method to match the physical reality
of the Sun, using a simplified radiative transfer
approach and a geometric sampling approach
to create a solar radiance field Sun Neural Ra-
diance Fields (SuNeRFs; see Sect. 2) that,
accounts for the line-of-sight ambiguity of an
optically-thin source (c.f., Bintsi et al. 2022).
In addition, we account for insufficient cover-
age and dynamic changes by including a time
component into our model.

SuNeRFs can be deployed to consistently
combine observations from multiple vantage
points into a 3D representation and then ren-
der observations at arbitrary viewpoints. In
addition, this approach goes one step further
and directly enables height estimates of coronal
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structures, solar filaments, coronal hole profiles,
and solar eruptive events.

2. METHOD

To reconstruct the 3D solar atmosphere, we
consider both simulated data and observation
sequences from SDO/AIA and STEREO/EUVI
(A and B) in specific wavelength channels. Our
goal is to obtain a scene representation from
these image sets and known viewpoints (c.f.,
Mildenhall et al. 2021). From the resulting
representation we can render novel viewpoints,
extract height information, and analyze the
plasma distribution in terms of emitting and ab-
sorbing material.

2.1. Simulated data

To validate our method, we leverage a magne-
tohydrodynamic (MHD) simulation, developed
by Predictive Science Inc. (PSI), of the solar
corona used to forecast the state of the solar
atmosphere prior to the 2019-07-02 total solar
eclipse (see the website! and Boe et al. 2021,
for more details). The data set consists of a
single snapshot from which we extract full-disc
images from 256 viewpoints at a resolution of
1024 x 1024 pixels (2.63 arcsec per pixel) in
three different wavelengths (171 A, 193 A, 211
A). We pre-process the simulated data analo-
gously to the observational data introduced in
Sect. 2.2.

2.2. Observational data

From 2010 to 2014, three satellites capable
of imaging in similar EUV channels were orbit-
ing the Sun, namely the Solar Dynamic Obser-
vatory (SDO) equipped with the Atmospheric
Imaging Assembly instrument (AIA: Lemen
et al. 2012), and the twin Solar Terrestrial Re-
lations Observatory (STEREO) spacecraft each
equipped with a EUV Imager (EUVI: Wiilser

! Predictive Science Inc. 2019-07-02 total solar eclipse

prediction: www.predsci.com/eclipse2019.
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et al. 2004). All three satellites orbit in the
ecliptic plane, with SDO in geosynchronous or-
bit and the STEREO satellites progressively ad-
vancing (STEREO-A) and trailing (STEREO-
B) Earth. When the separation angle between
SDO and each of the STEREQO spacecraft ex-
ceeded 90°, it allowed to view the full Sun at
one instant, for the first time.

An important issue in the context of this
project is the design, performance, and oper-
ational differences among the various instru-
ments.  We apply Instrument-To-Instrument
translation (ITI: Jarolim et al. 2024) to trans-
late full-disk observations from STEREO to the
SDO domain. With ITI, we can account for
differences in resolution, calibration, and filter
bands between the individual instruments. The
ATA and EUVI instrument have common ob-
serving wavelengths (171 and 304 A). For the
wavelengths 195 and 284 A, we use ITI to ap-
proximate the 193 and 211 A channels of AIA
(see Jarolim et al. 2024). Although labeled as
single wavelength channels, the SDO/AIA and
STEREO/EUVI spectral channels actually re-
sult from spectral integration as specified by the
spectral response of the instruments and wave-
length filters (Szenicer et al. 2019). The multi-
channel translation of I'TI is a pre-requirement
to have an appropriate approximation to com-
bine homogeneous observations of this channel.
The resulting homogenized dataset serves as ap-
proximation of multi-viewpoint SDO/AIA ob-
servations in four spectral bands (171A, 193A,
211A, 304A).

We resample all data to 1.2 arcsec per pixel.
The focal length f, as defined by our ray tracing
method (discussed below), is then accordingly
computed individually for each observation:

W/2
: (1)

arctan(1.2 - W/2)
where W refers to the width of the image. Note

that this focal length is computed from the
satellite position and observed image, and is not

f=

directly related to the actual focal length of the
instrument, due to the adjustment of the im-
age size and resolution. Furthermore, we only
consider square images. In this context, we ana-
lyze the propagation of diverging rays from the
observer, with the parameter f specifying the
angle of view. This approach departs from the
assumption of small angles, where rays would
be considered parallel. For each observer, we
specify the time of the observation, the distance
from the Sun, and the Carrington longitude and
latitude.

2.3. Model Training

We adapt the approach from Mildenhall et al.
(2021). We use a neural network to represent
the 3D scene and ray tracing methods for learn-
ing the representation. Information of the en-
tire scene is stored in the weights of the neu-
ral network, rather than having an explicit grid
representation. To be precise, we train a neural
network for each individual scene, in contrast to
classical deep learning applications which learn
to perform a general task.

For each image pixel, we determine the light
ray path using known information from the ob-
server position and viewing angle. Along this
path, we sample points (z,y, z) within the sim-
ulation volume and use classical ray tracing
methods to compute the integrated pixel value.
In the NeRF approach proposed by Mildenhall
et al. (2021), each point is associated with a
color and density. The pixel value is computed
by the weighted sum of colors of the sampled
points along the ray, where the weights are the
cumulative sum of the density values. In other
words, this approach computes the likelihood
of a ray being absorbed along the line-of-sight.
The training images, together with the observer
position, serve as target for model training.
By iteratively updating the neural network to
match the pixel values of the training images,
we obtain the underlying scene representation.
This approach has shown the ability to obtain
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Figure 1. Overview of the proposed method for
3D reconstruction of the solar EUV corona. Our
method consists of five steps. (1) For each pixel in
the input video sequence we sample points along
the ray path, ranging from -1.3 to 1.3 solar radii.
The endpoints of rays passing through the Sun are
fixed to the solar surface, to account for its opaque-
ness. (2) The sampled points are passed through
the neural network, which outputs the emission €
and absorption k coefficient per point. (3) For each
ray we construct the emission and absorption along
the ray. (4) The total observed intensity is then
computed by integrating all sampled points, where
each intensity value is reduced by absorption along
the path of propagation (from the origin to the ob-
server). (5) The predicted intensity value is then
compared to the actual pixel value, which serves
as loss function for our model training. Per update
step we optimize a set of 32,768 rays. By iteratively
fitting all pixel values, we obtain a complete spatial
and temporal representation of the solar corona.

Absorption

photorealistic images at interpolated positions
(Mildenhall et al. 2021; Li et al. 2022).

In contrast to a classical NeRF, where the vol-
ume is composed of colors and densities, the
solar atmosphere consists of emitting and ab-
sorbing plasma. In addition, NeRFs require

>

dozens of images in order to learn the scene rep-
resentation, while only three simultaneous ob-
servations are available for observations of the
solar EUV corona. Therefore, we apply four
primary changes to the NeRF approach. (1)
We replace density and color with wavelength-
channel-specific emission and absorption. These
capture how plasma with temperatures ob-
served by a given wavelength channel emit and
absorb light. Each pixel value refers to the total
intensity that is observed along the line-of-sight
for a given wavelength channel and is expressed
in units of Data Number per second (DN/s).
(2) We utilize the temporal evolution and solar
rotation to obtain more viewpoints (c.f., Frazin
et al. 2005). From this approach, we obtain a
full scan of the Sun per observing instrument
within one solar rotation (~ 27 days). For the
definition of viewpoints, we consider all obser-
vations in heliographic Carrington coordinates,
which are solar centric. We explicitly include
time in the query coordinates of the NeRF to
account for a consistent treatment of dynamic
changes in the solar atmosphere. (3) We ac-
count for the known geometry of the Sun by
only sampling points up to the solar surface.
With this, we avoid an invalid placement of
emitting plasma from below the solar surface.
The change to monochromatic intensity values,
instead of colors, further implies that there is
no need for a background (c.f., Mildenhall et al.
2021). (4) An optional component for NeRF's is
a viewing-angle dependence of the pixel color.
For our implementation, we do not consider any
view dependence of the observed intensities.

In Fig. 1, we provide an overview of our ap-
proach. For our 3D representation, we use a
fully-connected SInusoidal REpresentation Net-
work (SIREN: Sitzmann et al. 2020), with eight
layers where each contains 512 neurons, result-
ing in about 2M free parameters. Our model
takes four input coordinates (z,y, z,t) and out-
puts the estimated emission €(x,y, z,t) and ab-
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sorption k(x,y, z,t) coefficient for a given wave-
length. We use an exponential and ReLLU ac-
tivation (setting negative values to zero) for
the emission and absorption coefficients, respec-
tively. With this we obtain positive values for
both coefficients. We then compute the total
emission F at each point by multiplying with
the spacing of the sampled points ds,

E =¢-ds. (2)

Each emitted intensity value propagates
through the line-of-sight to the observer, where
absorption can reduce the intensity value at
points between the observer and the point of
emission. We model absorption values between
[0, 1], where 1 refers to full transmission and 0
to total absorption. We compute the absorption
A for each sampled point based on the spacing,

A =exp(—k-ds). (3)

The total intensity [ is then computed as the
sum of the absorption reduced emissions,

N k—1
=Y E.]]A: (4)
k A

where i and k refer to the points along the sam-
pled ray, and N to the total number of sampled
points along the ray. Therefore, each emission
E is reduced by all absorption values A in the
range from the emitting point to the observer.
We note that the first point is always transmit-
ted without absorption (A; = 1), and the last
sampled absorption point has no effect.

For all computations, the spatial scales are
normalized to 1 R.. We use positional encod-
ing, which implies periodic boundary conditions
at 2m. Therefore, we scale coordinates to units
of 2 R, prior to the encoding (simulation vol-
ume of [—27, 271] Ry) to avoid reflections at the
boundary.

For training, we adjust the pixel-value range
based on the average maximum value (c.f.,

Jarolim et al. 2024) and use an asinh stretch to
mitigate the contributions by bright pixels. To
account for this scaling, we use the same stretch
function when computing the final pixel values
(Iscalea) Of our rendered images,

-~

asinh(//a)

asinh(1/a)’ (5)

scalea =
with a = 0.05.

We apply two sampling strategies to prioritize
points from the most important regions. (1) We
only sample from -1.3 to +1.3 R with respect
to the solar center, such that the default sam-
pling range spans 2.6 Rs. In addition, we stop
the sampling where light rays intersect the solar
surface (1 Rg), such that a ray that is point-
ing at the center of the solar disk is sampling
a range of 0.3 Ry. Therefore, the total line-
of-sight is dependent on the viewing direction.
We note that this sampling is independent of
the observer distance. (2) Similarly to Milden-
hall et al. (2021), we use a coarse and a fine
network. For the coarse network, we sample 64
points uniformly distributed along the ray. The
emission values of the coarse network are then
used as a probability distribution to sample 128
additional non-uniformly-distributed sampling
points. These points and the 64 uniformly-
sampled points are then used as input in the
fine network which serves as the primary train-
ing objective. For all our evaluations we use the
outputs of the fine network.

For our model training, we select random rays
from the full set of image pixels, where the num-
ber of rays per batch is adjusted to the available
computational resources. For our reconstruc-
tions, we consider each wavelength separately.
Therefore, our model is trained with observa-
tions from a single wavelength channel.

We initiate the model training with a centered
crop of the image, where we use pixels within
[-1000, 1000] arcsec in Helioprojective coordi-
nates. We train on this data set for 1 epoch



(~100,000 iterations) to prevent divergence at
the beginning of the model training and to em-
phasize the reconstruction of the solar disk in
the initial phase of training. Model training is
then continued with the full field of view of the
instruments.

When training for smaller field-of-views (sub-
frames), we use a model trained on the full
field of view as an initial starting point. This
limits divergences and already incorporates the
global geometry of the Sun. In the second
training step, we crop subframes at a fixed co-
ordinate point from the full-disk observations,
which serves as our new training set. There-
fore, pixels outside of the region of interest are
neglected and are no longer suitable for further
analysis after fitting the model to the subregion.
The reduced spatial information that the model
needs to fit enables the increase of temporal and
spatial resolution (Sect. 3.4).

During model training, we separate one im-
age of the training set to validate perfor-
mance. We monitor the peak-signal-to-noise-
ratio (PSNR), mean-squared-error (MSE) and
structural-similarity-index (SSIM: Wang et al.
2004). For all our model runs, we found a mono-
tonic performance increase, and a similar per-
formance independent of the initialization. We
note that starting with a field-of-view that is too
large can result in irreversible divergence within
the first epoch.

During each training step, we optimize both
the coarse and fine model to match the target
pixels. We use MSE as loss function.

We introduce an additional regularization of
the modeled absorption that reduces nonphys-
ical results above the poles. Viewpoints from
the ecliptic provide no observations of the so-
lar surface and therefore only model low inten-
sity values. This allows for arbitrary absorp-
tion values at these regions. We add an addi-
tional loss factor Lyegylarization t0 OUr optimiza-
tion that suppresses absorption values k above
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1.2 R to stronger penalize large absorption at
greater heights:

Eregularization = max{d - 127 0} X (1 - R)v (6)

where d refers to the distance from the solar
center in Ry. When training with full field of
view images, we add the regularization to MSE
loss, whereas we set the regularization to 0 when
training with subframes (i.e., no polar regions).

2.4. Model Evaluation

To evaluate our method, we compute the
PSNR and SSIM between our reconstruction
and the ground-truth image. Here, we compare
scaled images (c.f., Eq. 5), to avoid that bright
pixels dominate our evaluation.

To provide an uncertainty estimation, we train
five independent models with randomly intial-
ized weights. To generate uncertainty maps, we
render the same viewpoint per model and com-
pute the standard deviation of the resulting set
of images. Therefore, for regions that are less
constrained by observations (e.g., single view-
point), different solutions can be found. This
degree of freedom is then reflected by our un-
certainty metric.

Calculating height from imaging data is chal-
lenging since there exists no exact spatial point
that can be associated with an observed inten-
sity value. We determine height information by
computing the average distance from the solar
center for all sample points along the ray, using
channel-specific emission as a weight. In other
words, for each ray we compute the height of
the average emission value. This implies that
dark regions (e.g., coronal holes, filament chan-
nels) appear as elevated structures, since the
primary emission is coming from higher layers,
and should not be considered for mapping the
spatial location of the solar feature.

For the visualization of 2D slices of the so-
lar atmosphere, we sample radial points along
a given longitude. We pass each point through
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our network to obtain the respective channel-
specific emission and absorption coefficients.
For the emission we use an asinh stretch, anal-
ogous to Eq. 5.

As a baseline approach for rendering novel
viewpoints, we use a simple reprojection. More
specifically, we combine observations at a given
time from STEREO-A, -B and SDO into a syn-
chronic (Carrington) map. In case of overlap-
ping regions, we compute the mean value of the
intersecting pixels. For missing regions (i.e., po-
lar regions that are not covered by any instru-
ment), we use the mean value over the entire im-
age as a filling value. To synthesize novel view-
points, we project the map onto a unit sphere,
and rotate to the perspective to the new view-
point.

This approach has several shortcomings. By
projecting to a 2D map, we lose the off-disk in-
formation, and consequently this method can
not account for the faint emission that is ob-
served over the solar limb. This further ap-
proximates the atmosphere as flat, neglecting
the height information when projecting to new
viewpoints. This is especially problematic for
extended structures (e.g., coronal loops), where
projection effects become especially prominent
closer towards the limb. Finally, combining
overlapping regions is problematic. Due to the
projection effects, the observations of the in-
dividual instruments do not align pixel-wise in
the synchronic map. Therefore, computing the
mean of the overlapping pixels, leads to blurred
features.

Here, we only consider a basic approach as our
baseline, but note that there are more advanced
data homogenization methods (e.g., Hamada
et al. 2020) and image stitching methods (e.g.,
Caplan et al. 2016) available.

3. RESULTS

We validate our method against simulations
(Sect. 3.1) and observations (Sect. 3.2 and 3.3).
Additionally, we rely on our method’s ability

to capture the volume’s temporal evolution to
reconstruct a solar eruption at high temporal
cadence (Sect. 3.4).

3.1. Validation with simulated EUV
observations

To validate our method we use the simu-
lated data introduced in Sect. 2.1. For our
model training, we consider each wavelength
separately, and use observations viewed from
latitude| < 7° from the ecliptic (i.e., 32 im-
ages). This constraint matches the observing
capabilities of the SDO and STEREO satellites,
that are solely located on the ecliptic plane.
Our data set corresponds to a single snapshot,
therefore we consider a static atmosphere where
we set the temporal coordinate to zero. For
our evaluation we focus on the comparison of
ground-truth and SuNeRF reconstructed im-
ages. With this we assess the global plasma
distribution, and can estimate the model perfor-
mance with standard image metrics (i.e., PSNR,
SSIM).

In Table 1 we summarize the quantita-
tive evaluation of a baseline spherical repro-
jection and SuNeRF reconstructions. We
compute the peak-signal-to-noise-ratio (PSNR),
structural-similarity index (SSIM), relative
mean-absolute-error (MAE) and relative mean-
error (ME), based on images from non-ecliptic
viewpoints that are not seen by the model dur-
ing training (i.e. a test set of 224 images) and
the synthesized SuNeRF images. As baseline
we use a standard reprojection of synchronic
maps, where each point is mapped to a spherical
surface (Sect. 2.4). We note that this method
can not account for the off-limb emission of the
Sun, while our SuNeRF method can take the
extent of the 3D corona into account. The eval-
uation shows that our method provides a clear
improvement over the baseline approach. More-
over, the metrics averaged over all considered
wavelength channels indicate a strong similarity
to the ground truth, with a MAE of 0.5%, SSIM



of 0.97 ,and PSNR of 40.4 dB, which throughout
outperforms the baseline with a MAE of 3.2%,
SSIM of 0.73 ,and PSNR of 22.6 dB. The ME
indicates that there is no systematic over-, or
under-estimation (max ME: —0.3%).

In Fig. 2 we compare ground truth and recon-
structed EUV images at different latitudes. Our
method results in almost identical images to the
ground truth. The difference maps indicate that
errors primarily originate from off-limb features,
and pixel-wise shifts. In addition, there is only a
small quality decrease with increasing latitudes
(e.g., PSNR from 46 to 41 dB for 193 A), which
suggests a valid approximation of the 3D geom-
etry of the solar corona. This is also visible from
the pixel-wise error maps. Our SuNeRF model
achieves the highest similarity in quiet Sun re-
gions as well as the interior of coronal holes.
On the other hand, features such as active re-
gions are more complex in addition to spanning
a larger range of emission values. This results in
larger differences when compared to the ground
truth. Larger errors are expected close to the
limb as the model integrates over a larger range
of uncertainties. Therefore, independent of the
viewing angle, inferences on the limb will have
an increased uncertainty.

To further estimate model errors, we render
images from an ensemble (Lakshminarayanan
et al. 2017) of five SuNeRFs with different
random weight initializations and compute the
standard deviation per pixel (Fig. 2). The
resulting uncertainty maps show a good spa-
tial overlap with the pixel-wise difference maps.
We perform a pixel-wise comparison of the un-
certainty estimates and the mean-absolute-error
over the full test set (see also App. A for pixel-
wise scatterplots), where we find a Pearson cor-
relation of 0.63 and a Spearman correlation of
0.69. This indicates that the ensemble approach
reflects the model errors and can serve as an er-
ror estimate in the absence of a ground truth.
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Table 1. Summary of the quantitative evalua-
tion of SuNeRFs and baseline (i.e. reprojected syn-
chronic maps) methods. We evaluate both methods
on the test dataset (224 non-ecliptic viewpoints),
where we compare the peak signal-to-noise-ratio
(PSNR), structural similarity index (SSIM), rela-
tive mean absolute error (MAE), and relative mean
error (ME).

Method PSNR SSIM MAE ME
Baseline - 171A || 20.3  0.66 52% -1.2%
Baseline - 193A | 23.6  0.68 34% -1.1%
Baseline - 211A | 33.0 084 09% -0.3%
SuNeRF - 171A || 347 095 09% -0.3%
SuNeRF - 193A | 43.1 098 0.3% 0.05%
SuNeRF - 211A | 43.3 098 0.3% 0.02%

3.2. Complete observation of the solar poles in
EUV

We evaluate our method wusing multi-
viewpoint EUV observations from two differ-
ent space missions, SDO and STEREO, with
the latter mission consisting of two twin satel-
lites, STEREO-A and STEREO-B. All three
spacecrafts orbit in the ecliptic plane, with SDO
in geosynchronous orbit around Earth and the
STEREO spacecraft leading (STEREO-A) and
trailing (STEREO-B) Earth. Even for constel-
lations where we have a full 360° coverage of the
Sun, we find that three simultaneous images are
insufficient for our model training. Therefore,
we make use of the solar rotation that allows us
to have a full scan of the Sun in ~ 27 days,
even for a single instrument. For our model
training we consider a sequence of 14 days at
1 hour cadence (from 2012-08-24 00:00 to 2012-
09-07 00:00 UT; total of 681 observations). We
explicitly encode time as a coordinate for the
sampling along light rays (Fig. 1), which al-
lows SuNeRFs to model temporal changes. We
randomly sample 32,768 rays within the volume
that we then use in our training set. Our model
is trained for ~ 250,000 iterations (3 epochs)



10

Ground Truth

SuNeRF

— Latitude ==

SuNeRF - GT

20%
10%

-1%
-2%

-10%

Uncertainty

-20%
20%

10%

Figure 2. Qualitative evaluation of the SuNeRF reconstruction of simulation data. We compare the
ground truth image (first row) with our SuNeRF reconstructions (second row) at different latitudes. The
pixel-wise difference shows where our reconstruction deviates from the ground-truth reference (third row).
The uncertainty maps are computed from an ensemble of five different runs (fourth row). The SuNeRF
reconstructions appear indistinguishable at larger scales. The primary errors occur close to the off-limb and
due to pixel-wise shifts, while large-scale structures are consistent. The uncertainty maps align with regions
of increased error, which enables a performance estimate in the absence of a reference image.

until the model converges (about 2 days on 8
x A100 GPUs). For our analysis, we primarily
focus on the 193 A channel, but we also pro-
vide reconstructions of the 171, 211 and 304 A
channels. Before training we adjust instrumen-
tal differences, including differences in the wave-
length bands, using Instrument-To-Instrument
translation (Jarolim et al. 2024), allowing us to
generate homogeneous observation of SDO and
STEREO.

In Fig. 3, we show snapshots from a global
reconstruction of the solar atmosphere. The ar-
rows in Fig. 3(a) indicate the viewpoints used
for the reconstruction, with latitudes ranging

from —4° to 8°. The central image shows the
reconstruction of the solar South pole at 2012-
08-30 00:00:00 (UT). This directly enables us to
further investigate the polar coronal hole, which
we segment using a deep learning tool for au-
tomatic coronal hole detection (CHRONNOS:
Jarolim et al. 2021). We then compare two ap-
proaches in identifying the coronal hole bound-
aries: (1) We use the individual satellite obser-
vations (i.e., full-disk images) to identify coronal
holes and then reproject the combined binary
maps to the polar viewpoint (blue contours);
(2) We use SuNeRF to reconstruct the polar ob-
servation and then apply the detection method



(red contours). The comparison shows that the
strong projection effects only allow for a par-
tial identification of the coronal hole boundary
from the ecliptic plane. Coronal holes are also
frequently obscured by loop systems in adja-
cent active regions, which makes detection and
consequent space-weather predictions challeng-
ing. Our method can account for these projec-
tion effects by mapping the 3D geometry (see
Supplementary Movie 1). From our comparison
to simulated coronal holes, the SuNeRF recon-
struction provides a more consistent reference
to estimate the coronal hole boundary , specif-
ically in the case of strong reprojection effects,
where errors are expected to be in the range of
the uncertainty maps (Fig. 3(b)).

In panel (b), we compared viewpoints from
different latitudes against the corresponding
baseline reprojections. SuNeRF clearly recovers
the polar coronal hole by combining the multi-
instrument data. Artifacts occur only for the
off-limb region that is not sampled by the ray
tracing (i.e., bottom left at —90°).

In the bottom row of Fig. 3(b), we provide
uncertainty estimates derived via an ensemble
of five individual runs, performed with random
initializations. The uncertainty maps serve as
a proxy for the model error, in absence of a
ground truth (Lakshminarayanan et al. 2017).
The uncertainty is generally higher for obser-
vations than for the model data in Sect. 3.1.
This uncertainty likely arises from the increased
complexity of the observations (i.e., the high-
frequency features are more difficult to match)
compared to the smoother atmosphere in the
simulations. Note the higher number of small
regions (e.g., bright points) with errors > 10%.
These could be associated with a misalignment
in temporal evolution, where the 1-hour tem-
poral resolution may be too coarse to capture
small brightness variations. Overall, large scale
features (i.e., active regions, coronal holes, fil-
aments) are consistently reconstructed by our
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method as can be gauged by the uncertainty
maps and the main errors are primarily related
to pixel-wise shifts (e.g., coronal hole bound-

ary).
3.3. Height profiles

Using SuNeRFs, we can now determine the
height of solar features from the 3D reconstruc-
tions. In Fig. 4(a), we extract a meridional
slice to analyze the emission profile from 1.0
to 1.3 Ry. From North to South, we observe
the emission profile of an active region, a coro-
nal hole (blue), a filament channel (orange) and
the polar coronal hole. The 2D coronal slice
in Fig. 4(b) shows regions of lower emission
close to the surface. A possible explanation for
the modeled emission profile is that our model
accounts for the solar chromosphere and tran-
sition region, which are not visible in EUV due
to temperatures being below the million Kelvin
range, to generate EUV emission. In contrast,
bright active region loops are rooted in the so-
lar photosphere. The coronal hole can be clearly
identified from the decreased emission of the en-
tire column. The solar filament channel, can be
identified from the dark cavity which appears
as a distinct and sharp drop in intensity. Lower
layers show a similar brightness as the quiet-Sun
corona, where the reduced emission primarily
originates from the dark filament channel. The
most distinct emission decrease occurs at the
solar South pole, where we observe the polar
coronal hole (Sect. 3.2). From the emission we
can estimate the relative plasma density by as-
suming that the emission is proportional to the
squared density. This provides a direct estimate
of the coronal hole boundaries, which appear as
distinct jumps in the integrated emission pro-
files for the polar and low-latitude coronal holes

(Fig. 4(c)).
3.4. Reconstruction of solar eruptive events

To investigate solar transient events, we in-
crease the temporal cadence of observations in
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Figure 3. Global reconstruction of the solar EUV corona on 2012-08-30 00:00:00 (UT). (a) Complete image
of the solar South pole as reconstructed by our method from STEREO/EUVI and SDO/AIA observations
(left). Reconstructions in 171, 211 and 304 A are shown on the right. The image at the center shows the
reconstruction in 193 A, where the polar coronal hole is best visible. Coronal hole boundaries detected using
CHRONNOS are indicated as contour lines: Blue lines refer to spherical reprojections from the ecliptic per-
spective, and the red lines are obtained from the SuNeRF reconstruction. The arrows indicate the positions
of individual observations used for training, and the color coding refers to the temporal distribution of each
instrument (green: STEREO-A, red: STEREO-B, blue: SDO). (b) Observations rendered for different lati-
tudes and a fixed longitude (white arrow in (a)). The baseline spherical reprojection (observations stitched
into a synchronic map; first row) shows artifacts, provides poor performance for overlapping observations,
and is unable to resolve the polar coronal hole. The SuNeRF method (second row) provides consistent
observations at all latitudes. The uncertainty maps (third row) indicate regions where higher model errors
are to be expected. The EUV colorbars are given in units of DN /s, and the 193 A images use the same data
scaling throughout. An animation highlighting multiple viewpoints can be found in Supplementary Movie
1.
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Figure 4. Emission profile of the solar corona as estimated by SuNeRFs. (a) Inter-calibrated STEREO-A
observation, where the red line indicates the analyzed slice through the solar atmosphere (fixed longitude).
The blue and orange segments indicate the coronal hole and the filament channel, respectively. (b) SuNeRF
rendered view, rotated such that the atmospheric slice in (a) coincides with the limb. In the solar atmosphere
above the said slice, we compute the emission at each height. The 2D atmospheric profile clearly shows the
bright active region close to the equator. The coronal holes (blue line and South pole) show a strong decrease
in intensity. The black dashed line indicates the radial averaged height of channel-specific emission, which
varies between 15 and 50 Mm (0.02 to 0.07 Rg). (c¢) Square root of the normalized integrated channel-specific
emission in the analyzed slice. The emission refers to the radially outgoing total emission, which we use
as proxy for the plasma density distribution. The blue segment shows the exact coronal hole profile. The
orange segment is associated to the solar filament and appears as sharp drop in the profile (coronal cavity).

our training set and focus on a subframe instead
of the full field of view. Here, we apply our
method to the solar eruption which started at
2012-08-31 19:30 (UT), and we use observations
from STEREO-B and SDO in the 304 A chan-
nel. We use the parameters learned from the
304 A model in Sect. 3.2 as a starting point,
which already provides the general geometry
and structure of the considered time period. We
focus the training on 1024 x 1024 pixel sub-
frames centered at the erupting solar filament
(Carrington longitude of 90° & latitude -20°) at
a l-minute cadence, and train our model for an
additional 100,000 iterations (~ 4 epochs).

In Fig. 5(a), we give an overview of the
filament eruption event, and show SuNeRF-
rendered images during and after the eruption
(top and bottom row, respectively). We pro-
vide height maps that give the distance from
the solar center for the observed emission (Sect.
3.3). The reconstruction shows that the promi-
nence rises slowly (yellow arrow), followed by
a rapid ejection of the filament plasma into
interplanetary space (coronal mass ejection).
Afterwards, the hot flare ribbons are formed,
which are clearly mapped close to the solar
surface, in agreement with our physical under-
standing of eruptions (blue arrow). In addition,
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we show the total absorption along the line-
of-sight, where the filament structure can be
clearly identified. The ejection can be related
to the depletion of absorbing plasma.

Triangulation is a useful approach for height
estimations of dense plasma, but can lead to
ambiguous results for an optically thin medium
(Aschwanden 2011, 2005). With the full map-
ping of the solar atmosphere, we can better an-
alyze the underlying 3D structure and study
emission and absorption profiles along their ra-
dial extent. In Fig. 5(b) we show the time evo-
lution of an extracted slice of the modeled solar
atmosphere (blue line in Fig. 5(a)). The top
row shows the emission profile. After the erup-
tion (~ 19:40), post flare loops, and their re-
lated flare ribbon footpoints, are formed (blue
arrow). The loop height can be directly esti-
mated from the profiles (~ 0.7R; or 500 Mm
above the solar surface). The absorption pro-
files show the evolution of the filament plasma,
and allow to determine the direction and veloc-
ity of the erupting structure.

4. DISCUSSION

The analysis in Sect. 3 demonstrates
that SuNeRF can use multi-instrument/multi-
viewpoint data to create virtual instruments
and provide a realistic 3D representation of the
Sun. The method is able to reconstruct re-
gions that are only sparsely observed by the in-
dividual instruments, like the solar poles. Com-
parisons to a baseline reprojection demonstrate
that our method provides a significant advance-
ment for the synthesis of novel viewpoints. The
quantitative evaluation with simulation data
shows that our method provides almost identi-
cal reconstructions, where differences mostly oc-
cur close to the solar limb and in active regions
(Sect. 3.1). Extended regions with less spa-
tial variability (e.g., coronal holes, quiet Sun)
are less viewpoint-dependent and thus result
in smaller reconstruction errors. Uncertainty
maps allows us to determine model errors in

the absence of a ground-truth reference. For the
application to SDO/AIA and STEREO/EUVI
data, uncertainties are higher than for simu-
lation data, which we associate with the in-
creased complexity of the corona (e.g., active
regions and the solar limb are structurally more
complex and detailed than our validation data)
and the additional modeled temporal evolution
(e.g., the model must now account for the differ-
ent lifetimes of dynamically-evolving solar fea-
tures).

The SuNeRF reconstructed polar view allows
for a more consistent detection of the polar coro-
nal hole boundary than the combined detec-
tions from the ecliptic plane (Sect. 3.2), which
demonstrates that our method can largely re-
duce projection effects. With the use of 2D
slices through the solar atmosphere, we demon-
strate that our method can provide additional
insights into solar eruptive events (Sect. 3.4)
and provides a direct estimation of (repro-
jected) coronal hole boundaries and profiles of
solar filaments (Sect. 3.3). This provides the
basis to directly detect coronal holes from the
reconstructed emission profile.

Our method uses video sequences of EUV data
for detailed reconstructions with only three si-
multaneous observing instruments. This is ex-
plicitly important for regions that are not cov-
ered at a given point in time, but can be approx-
imated from previous and preceding frames. In
Sect. 3.4, we analyzed a solar eruption that is
constrained by two viewpoints and reduce the
field-of-view while increasing the temporal res-
olution of the training data. The reconstruc-
tion allows to extract additional height infor-
mation of the event, which can be useful for
the estimation of space-weather impacts (Th-
ernisien et al. 2009). From our model, we can di-
rectly map flare related emission (e.g., flare rib-
bons, loops), and the ejection of dense plasma
(i.e., filament eruption). A possible extension
that would improve the tracking of coronal mass
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Figure 5. Solar eruption observed on 2012-08-31 in the 304A channel. (a) Full-disk SDO/ATA image before
the onset of the eruption, and subframes of our SuNeRF reconstruction. SuNeRF images (left column) are
rendered during (top) and after the event (bottom), using the SDO viewpoint. The middle column shows
heliocentric height estimates. The right column shows the integrated absorption along the line-of-sight,
indicating dense plasma. (b) Temporal evolution of the event as observed for a slice through the center of
the solar filament (blue line in panel (a)). We plot the spatial distribution of emission (top) and absorption
(bottom) in the atmosphere above the slice. The reconstruction shows a slow rise of the filament, as indicated
by regions of strong absorption, and rapid ejection of coronal mass, both visible in emission and absorption.
After the ejection, two flare ribbons can be clearly mapped close to the surface (height maps), and post
flare loops become visible in the emission slices. See Supplementary Movie 2 for an animated version of this
figure.
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ejections is the application to coronagraph data
that can monitor the propagation through the
corona and interplanetary space.

A limiting factor of our method is the long
training time and large computational de-
mand. Training from scratch requires days
to reconstruct a single sequence, even on a
high-performance computing environment. For
our training, the global structures are learned
within the first few 1,000 iterations, but recon-
structing details, such as thin coronal loops, re-
quires the full training time. Our method re-
constructs sequences of 15 days, which already
provides 3D reconstructions in real-time, but in-
dividual analysis would require a full simulation
run. Extending the temporal range results in
a decrease in spatial and temporal resolution,
due to the limited capacity of the model and
increased training demand. A suitable strategy
to reconstruct large data sets would be a con-
tinuous simulation, where new frames are added
to the end of the sequence while frames at the
beginning are truncated and model weights are
sequentially extracted. Individual events could
then be analyzed by branching and fine-tuning
the model with high cadence data of the region
of interest. This could provide a higher-level
data archive that exploits additional informa-
tion from the available observations. Note that
a larger amount of parameters could potentially
capture more details of the 3D volume, but re-
quires more computing power and training time,
which is typically the main limitation of our ap-
proach.

Using the multi-channel observations from
STEREO/EUVI and SDO/AIA and methods of
Differential Emission Measure (DEM), SuNeRF
can be extended to give 3D reconstructions
of the densities and temperatures in the so-
lar corona. This approach is similar to differ-
ential emission measure tomography (DEMT:
Viésquez 2016; Vasquez et al. 2009; Frazin et al.
2005, 2009). Here, the SuNeRF approach has

the potential to improve the spatial and tem-
poral resolution of the reconstructions, which
can be particularly important for the study of
faint structures (e.g., coronal prominence cavi-
ties; Vasquez et al. 2009) and transient events
(e.g., EUV waves).

The analysis presented here takes advantage
of multi-viewpoint observations captured with
an optimal separation angle between individ-
ual spacecrafts for a full coverage of the en-
tire Sun. The application to a reduced num-
ber of viewpoints and the variation in recon-
struction quality could inform future constella-
tion missions (e.g., required coverage). The re-
cent Solar Orbiter mission (SolO: Miiller et al.
2020) provides additional EUV observing ca-
pabilities (Extreme-Ultraviolet Imager (EUI):
Rochus et al. 2020) at non-ecliptic angles that
can valuable in further verifying the SuNeRF re-
constructions (e.g., by inferring the SolO view-
point and comparing it to actual SolO obser-
vations ) or to extend the training data (e.g.,
including an additional viewpoint). We note
that this requires an additional preprocessing
to inter-calibrate the SolO/EUI and SDO/AIA
instruments.

Our method achieves a 3D representation of
the atmosphere of our closest Star by adapt-
ing Neural Radiance Fields. This successful ap-
plication has implications for other domains in
astrophysics and geophysics. NeRF-based algo-
rithms could provide improved 3D reconstruc-
tions from planetary, lunar and asteroid sur-
veys, even for complex atmospheric environ-
ments (e.g., clouds, dust, gas); all of which
are domains likely to soon need such meth-
ods as multi-point observations become more
commonplace (e.g., cubesats). A future exten-
sion of our method is the use of more physi-
cal constraints, with emission and absorption
deduced from density and temperature pro-
files.  This provides an additional opportu-
nity to include physics-informed losses (Raissi



et al. 2019) and to connect plasma density with
magnetic fields through magneto-hydrodynamic
equations (Jarolim et al. 2023).
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Facilities: SDO (AIA), STEREO (EUVI)

Software: Astropy (Astropy Collaboration
et al. 2013, 2018), Sunpy (Barnes et al. 2020;
Mumford et al. 2020), PyTorch (Paszke et al.
2019).

APPENDIX

A. EXTENDED EVALUATION OF SIMULATION DATA

In Fig. 6 we show a comparison between the test set of the simulated data and our SuNeRF
reconstructions. We perform a pixel-wise comparison, that shows a clear correlation between the
SuNeRF values and the ground-truth reference. The uncertainty estimate and mean-absolute-error
have a different scaling, but clearly show a linear correlation, in agreement with the correlation

coeflicients in Sect. 3.1.

B. SYNCHRONIC MAPS

Using full 3D reconstructions of the Sun, we can render true synchronic maps where each pixel
corresponds to an observation normal to the solar surface. In other words, we can obtain ideal re-
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Figure 6. Correlation between SuNeRF reconstruction and ground-truth reference. Left: 2D histogram of
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projected synchronic maps. For this, we sample 512 points from 1.0 to 1.3 Rz and compute the
observed pixel intensity analogous to the ray tracing in Sect. 2. We sample a full Carrington map
(360° x 180°), where we use a pixel size of 0.025° x 0.025° per pixel. In Fig. 7, we compare a conven-
tional synchronic map and an adjusted synchronic map (Caplan et al. 2016) with our SuNeRF map.
The conventional map shows projection effects towards the poles, the combination of overlapping
regions leads to blurred results, and unobserved regions are interpolated with the mean value (e.g.,
North pole). The adjusted map improves overlapping regions, but leads to artifacts where features
do not spatially align (blue circle). From our SuNeRF map we obtain consistent reconstructions,

where solar features at the disk center are similar to the original observations.

10°
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Figure 7. Comparison of synchronic maps on 2012-08-30 00:00 (UT). (a) Conventional synchronic map
combining three simultaneous observations from different viewpoints using the reproject function by SunPy.
(b) Adjusted synchronic map optimized for coronal hole detections (see Caplan et al. 2016). (c¢) SuNeRF
synchronic map. Reprojected maps can result in poor alignment of features, while our SuNeRF approach
consistently combines the three observations (blue circle). Reprojection effects at higher latitudes are cor-
rected by our approach, leading to a clearer identification of the polar coronal hole boundary (green circle).
Note that the resolution of our SuNeRF reconstruction is reduced as compared to the synchronic maps,
which is related to the limited capacity of the neural representation. The values are given in units of DN/s
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